Abstract—The need for serial multicast remote procedure calls (RPCs) arises in many distributed systems to avoid network bottlenecks and high-latency links, especially when the caller wants to send a large amount of data to multiple callees. In this paper, we present a mathematical model of serial multicast calls in order to understand their performance behavior. Through our evaluations on the real platform, we find our model is very effective in predicting the performance of serial multicast RPCs.
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I. INTRODUCTION

SINCE the concept of Remote Procedure Call (RPC) was introduced at least as far back as 1976, it has been widely used to reduce system complexity and development cost in building distributed systems. Especially, many distributed file systems, such as Network File System (NFS), Andrew File System (AFS), and Coda, have been built on top of the RPC layer.

In RPC, the caller passes a series of arguments to the callee and waits until the response is received from the callee. Besides this simple request / reply calling pattern, modern distributed file systems require more complicated multicast calls where the same RPC request is delivered to multiple callees simultaneously.

In particular, Google File System (GFS) has recently suggested a new possibility of novel multicast calls; instead of sending a RPC request to multiple callees at once, each callee forwards the RPC request to the “closest” callee in the network topology that has not received it. GFS has demonstrated that this serial multicast calls are effective in avoiding network bottlenecks and high-latency links [1]. In spite of these advantages, there is no known RPC layer which supports serial multicast calls, not to mention that their performance behavior is not fully investigated.

We have built a new RPC system called FlexRPC to ease the development of sophisticated modern distributed file systems [2]. As far as the authors are aware, FlexRPC is the first RPC system which natively provides serial multicast calls in the RPC layer. In this paper, we present a mathematical model of serial multicast calls and evaluate their performance on the real platform.

II. MULTICAST CALLS

The need for multicast calls arises in many distributed algorithms and systems. For example, many replication-based distributed file systems use multicast calls heavily to distribute the whole or part of files across several servers to enhance data availability against component failures. P2P-based distributed file systems probe available nodes and files using multicast calls. The Paxos distributed consensus algorithm requires multiple nodes to be contacted to perform an operation.

We classify multicast calls into parallel multicast and serial multicast according to the path in which the request and the reply are delivered, as illustrated in Figure 1. We call the number of destination callees the multicast degree.

In parallel multicast, the RPC request / reply is sent to / received from each callee in parallel. Parallel multicast was introduced in MultiRPC [3] and has been used extensively in many distributed systems. Although it is simple to implement and runs at low latency for small arguments, it consumes outbound bandwidth quickly for bulk data transfer, resulting in severe congestion in network links. On the contrary, data are transferred in a pipelined fashion along a delivery chain of callees in serial multicast. Such a scheme lowers outbound traffic of the caller and distributes traffic pressure over the delivery chain.

III. MODELING SERIAL MULTICAST

We present a mathematical model of serial multicast implemented in our FlexRPC layer. As described in Section I, developing a proper model and understanding the performance characteristics of serial multicast is crucial to the development of distributed applications.

Let $A$ and $R$ be the size of argument and the size of result of an RPC call, respectively. Assume that a caller $C$ invokes a serial multicast call to $n$ callees (denoted as $S_1, S_2, \cdots, S_n$), i.e., the multicast degree is $n$. The processing time for the RPC
request in the callee $S_i$ is given by $t_{pi}$. The caller and callees are connected via full-duplex network links whose bandwidth is $B$. We also assume the argument and the result are split into the fixed-size packets whose size is $P$ and they are forwarded to the other node on a per-packet basis.

We introduce a relay efficiency $\alpha_i$ which represents the system efficiency to relay the received packet to the next node for the callee $S_i$. If $S_i$ receives a packet in $t_{recv_i}$ and forwards it to the next node in $t_{fwd_i}$, the relay efficiency is defined as $\alpha_i = t_{recv_i}/t_{fwd_i}$. For an ideal pipelining, $\alpha_i = 1$ for all the nodes involved in serial multicast. In reality, however, $\alpha_i$ is less than 1 due to the contention in shared resources to receive and send packets concurrently. The value of $\alpha_i$ depends on the implementation and system efficiency, and tends to become closer to 1 as the callee is positioned farther from the caller in the delivery chain. This is because as packets are transmitted along the delivery chain, the amount of inbound traffic arrived at each callee continuously diminishes due to the imperfect relay efficiency in previous callees, thus reducing the contention in the system.

As Figure 2 depicts, we divide the whole process of serial multicast into three phases. A callee $S_i$ enters the argument forward phase when $S_{i-1}$ (the caller $C$ for $S_1$) begins to forward the argument to $S_i$. After receiving the entire argument, $S_i$ moves to the process phase, and handles the incoming RPC request. If the processing is finished, $S_i$ advances to the result forward phase, where the result of $S_i$ and the results from $S_{i+1}$, $\ldots$, $S_n$ are sent back to $S_{i-1}$. The result forward phase ends when all the results from $S_n$ to $S_1$ are returned to the caller $C$.

In an ideal condition, the argument and the result are divided into packets and each packet is transmitted in $t_0 = P/B$. Let $t_A$ and $t_R$ be the total time to transmit the entire argument and the result, respectively. Then, $t_A$ and $t_R$ are given by

$$t_A = \left[\frac{A}{P}\right] \cdot t_0 \quad (1)$$

$$t_R = \left[\frac{R}{P}\right] \cdot t_0 \quad (2)$$

A callee $S_i$ starts the argument forward phase when $S_{i-1}$ receives the first packet from $S_{i-2}$ and leaves the phase after $t_A/\alpha_{i-1}$. As noted above, $t_A$ is divided by $\alpha_{i-1}$ to model the prolonged argument forward phase at $S_{i-1}$ due to the system overhead. By the following recurrence relation, we can obtain $T_{A_i}$, which represents the total elapsed time to receive the entire argument at $S_i$.

$$T_{A_i} = t_A$$

$$T_{A_i} = \frac{T_{A_{i-1}}}{\alpha_{i-1}} + t_0$$

$$= t_A \prod_{j=1}^{i-1} \frac{1}{\alpha_j} + t_0(i-1) \quad (3)$$

By definition, $T_{pi}$, the time needed to process the RPC request at $S_i$ coincides with $t_{pi}$. Therefore,

$$T_{pi} = t_{pi} \quad (4)$$

The results are buffered, then forwarded to the subsequent node rather than being transferred in a pipelined fashion. The data to transfer from $S_i$ in the result forward phase are $(n-i)$ results from $S_{i+1}$, $\ldots$, $S_n$ plus its own one. Therefore, $T_{R_i}$, the time needed for the result forward phase in $S_i$ can be described by the following recurrence relation.

$$T_{R_i} = n \cdot t_R$$

$$T_{R_i} = (n-i+1) t_R + T_{R_{i-1}}$$

$$= \sum_{j=1}^{i} (n-i+j) t_R$$

$$= t_R \left[ \sum_{j=1}^{n} (2n-1) \right] \div 2 \quad (5)$$

Equation (5) assumes that $S_i$ finishes its process phase and sits idle at the time the result is delivered from $S_{i+1}$. However, this is not always the case as can be seen in Figure 2. Let $T_{N_i}$ be the time $S_i$ spends until the result is returned from $S_{i+1}$. In Figure 2, the result from $S_{i+1}$ arrives at $S_i$ while the process phase is still in progress, i.e., $\Delta_i = T_{A_i} + T_{pi} - T_{N_i} > 0$. As a consequence, we can see that $T_{R_i}$ is delayed by $\Delta_i$.

Formally, the total amount of delay, $\Delta$, caused by variations in $T_{A_i} + T_{pi}$ in each callee can be estimated as follows:

$$\Delta_n = 0$$

$$\Delta_i = \delta_i \cdot H(\delta_i) \quad (6)$$

$$\Delta = \sum_{i=1}^{n} \Delta_i \quad \Delta_n = \sum_{i=1}^{n} \Delta_i \quad (7)$$

where $H(x)$ is the unit step function and

$$\delta_i = T_{A_i} + T_{pi} - T_{N_i} \quad (8)$$

$$T_{N_n} = T_{A_n} + T_{P_n}$$

$$T_{N_i} = T_{N_{i+1}} + \Delta_{i+1} + (n-i) \cdot t_R$$

$$= T_{N_n} + \sum_{j=i+1}^{n} \Delta_j + \sum_{j=1}^{n-i} j \cdot t_R \quad (9)$$

In Equation (9), we have intentionally defined the value of $T_{N_0}$, because the caller can be regarded as the 0-th callee. In fact, $T_{N_0}$ is equal to $T$ which represents the minimum
required time to process the entire serial multicast request. From Equation (3), (4), (5), (7), and (9), \( \hat{T} \) is expressed as

\[
\hat{T} = T_{N_0} = T_{N_n} + \sum_{i=1}^{n} \Delta_i + \sum_{i=1}^{n} i \cdot t_R
\]
\[
= T_{A_n} + T_{P_n} + T_{R_n} + \Delta
\]
\[
= t_A \prod_{i=1}^{n-1} \frac{1}{\alpha_i} + t_0(n-1) + t_{P_n} + t_R \left[ \frac{n(n+1)}{2} \right]
\]
\[+ \Delta \]  \hspace{1cm} (10)

The time to complete a serial multicast call can be minimized by reducing each term in Equation (10). In particular, if \( t_{p_i}'s \) are identical in all callees which is very common in practice, \( \Delta \) can be ignored. In addition, when the relay efficiency is ideal, i.e., \( \alpha_i = 1 \) for all \( S_i \), \( \hat{T}_{\text{ideal}} \) is given by

\[
\hat{T}_{\text{ideal}} = t_A + t_0(n-1) + t_{P_n} + t_R \left[ \frac{n(n+1)}{2} \right] \]  \hspace{1cm} (11)

Note that \( \hat{T}_{\text{ideal}} \) serves as the lower bound of the latency in any serial multicast implementation.

IV. EVALUATION

The evaluation has been performed on eight Linux nodes running the Linux kernel 2.6.18-1, connected by a Netgear GS748TS Gigabit Ethernet switch. A node is dedicated to the caller and the rest are used as the callees. We measured the latency of serial multicast calls varying the argument size, the result size, and the multicast degree. Figure 3 summarizes our evaluation results.

First, we compare the sustained bandwidth of parallel and serial multicast RPCs, varying the argument size from 0 KB to 64 KB. As Figure 3(a) depicts, we can observe that the serial multicast outperforms the parallel multicast in handling bulk argument whose size is larger than 16 KB. This is because as the argument size increases, the outgoing link of the caller becomes saturated during the parallel multicast calls.

Figure 3(b) illustrates that the argument size \( (A) \) linearly affects the latency, as expected from Equation (10). The slope is largely determined by the network bandwidth \((1/B)\), and it is slightly increased due to the worsen relay efficiency as the multicast degree grows. The result size also affects the latency linearly under the given multicast degree, as Figure 3(c) shows. As the multicast degree increases, however, the slope gets steeper in proportion to \(O(n^2)\) as suggested by Equation (10).

On our evaluation platform, we obtained \( t_0 = 154.37 (\mu s) \), \( t_{P_n} = 140.40 (\mu s) \), \( t_A = 0.0089 \cdot A (\mu s) \) and \( t_R = 0.0089 \cdot R \cdot n(n+1)/2 (\mu s) \). Empirically, we also obtained the following relay efficiencies: \( \alpha_1 = 0.60 \), \( \alpha_2 = 0.77 \), \( \alpha_3 = 0.85 \), \( \alpha_4 = 0.88 \), \( \alpha_5 = 0.93 \), and \( \alpha_6 = 0.96 \). With these parameters, we predict the latency of serial multicast calls in Figure 3(d) (labeled as MODEL), along with the measured latency (labeled as ACTUAL) and the lower bound given by Equation (11) (labeled as IDEAL) when both the argument size and the result size are 32 KB. We can verify that our model presented in this paper is very effective in predicting the performance of serial multicast RPCs.
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